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Final Report

The overall goal of this project is the design of self-checking computers and fault-tolerant

memory systems with low overhead and high reliability. During the research, we focused our

research on the determination of more efficient approach for realization of self-checking systems and

dc eloping new approach for fault-tolerant memory systems. The research conducted in this project

is summarized under five different topics given below. Fifteen papers have been published by the PI

under the contract and were listed in Section 6. Abstracts of these papers are included at the end of

this report.

1. Self-Checking System Designs

1.1 Totally Self-Checking Systems

We investigated designs of Self-Checking systems. This lead us to a new viewpoint that a

totally self-checking (TSC) system can be regarded as a connection of TSC subsystems without

using checkers at the embedded interfaces except at the primary output of the system. That is, each

subsystem is Totally Self-Checking and Code-Disjoint (TSC-CD). By this motivation, we studied

the problem of designing TSC-CD Programmable Logic Array (PLA) for combinational circuits. We

have introduced a design method of TSC-CD PLA for combinational circuits. This method general-

ized the realization of CD combinational circuits, which was proposed by Nanya et al. in 1989. The

hardware overhead will be reduced significantly using this method. For example, the input code and

the output code are the Berger codes with length ( n + L0og 2 n +1 ), the additional hardware require- U
0

ment is about . In addition, we also derived an algorithm for choosing D(I,,Ci)

n

function (for detail see [61). This algorithm is very similar to the Quine-MaCluskey algorithm for
.ty Codes

formal minimization procedure for two-level Boolean expressions. Once the vectors D(II,CI) are Ti~d/Ior
-'CDci l
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chosen, using an algorithm to simplify a multiple output Boolean function into a near minimal sum-

of-products for PLAs, the TSC-CD PLA of combinational circuit is designed.

This design method can also be applied to that of TSC-CD Moore type sequential circuits, in

which the next-state functions and the output functions will be implemented by the PLA. On the

other hand, TSC checkers are all TSC-CD combinational circuits. Therefore, the design method has

also solved the problem of designing the checkers with PLA.

The results of TSC-CD PLA design for combinational circuits has been presented as a pape.: at

the Indian Computing Congress 1991.

1.2 Strongly Fault-Secure Systems

However, the combination of a TSC and CD circuit is more difficult to implement than

strongly fault-secure (SFS) and strongly code-disjoint (SCD) circuit. Generalizing the previous

theory to the SFS-SCD combinational circuits, we have developed a PLA design scheme to achieve

both SPS and SCD. Each SFS and SCD combinational circuit is formed by two PLAs. The first

PLA receives only the information part of input to generate the information part of output and k - r

least signification check bits of the output, where k is the check bit length. The second PLA receives

both information part and check part of input to generate the r most significant check bits of the out-

put for r > 1. The selection of r depends on the implemented function to achieve a higher imple-

mentation efficiency. We also compared this design with a recent design by Nanya and Uchida and

found that this design was simple in structure and faster in error checking. This design details can be

found in the a technical report " The Design of Strongly Fault-Secure and Strongly Code-Disjoint

PLAs ".
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2. Berger Check Prediction and Berger Checker

2.1 Berger Check Prediction and Reduced Berger Check Prediction

We have developed a theory for Berger check prediction (BCP). By this theory the Berger code

is applied to the arithmetic and logic unit (ALU), then the entire processor is Berger encoded and this

would result in the most efficient design. A novel scheme to design concurrent-error-detecting ALU

and a strongly fault-secure ALU design based on the BCP technique have been written in two papers,

,v'Ach have been published in IEEE Trans. on Computers and IEEE Trans. on Computer-Aided

Design of Integrated Circuits and Systems, respectively. Recently, we further developed a theory for

reduced Berger check prediction (RBCP). By this new theory, a reduced Berger code, which uses

only the two least significant check bits of its Berger code, is used to encode both operands and the

computation result for ALU. Since a Berger code requires r log 2(n + 1) 1 check bits for n informa-

tion bits, the application of reduced Berger code yields more efficient implementation of a strongly

fault-secure ALU then the previous BCP. A paper was written on these results and has been pub-

lished in 1993 Proceeding of Fifth Annual IEEE International Conference on Wafer Scale Integra-

tion pp.163-172.

2.2 A New Design of Berger Code Checker

Berger codes are the only known systematic all unidirectional error detecting codes and they

are widely applied in fault-tolerant systems. Therefore, designing a better Berger code checker is

very important. The most well known structure of Berger code checker is usually referred to as nor-

mal checker and is to generate the replicated check bits of value complementary to the original ones

and to compare them by a two-rail comparator. In 1989, a design of totally self-checking Berger

code checker using a Berger code partitioning scheme has been proposed by Piestrak. This design

proceeds from the idea that any Berger code can be constructed from u - r( I i I + 1)/21 m-out-of-n
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codes, where I I I is the number of information bits, m - 1, 3, 5, ... 2u - and n - I I I + 1.

Compared with the normal checker, this method offers an improvement in delay but with a great

cost in hardware.

We generalized Berger code partitioning scheme and applied this method to the Programmable

logic array based design of a TSC Berger code checker. The Piestrak's Berger code partitioning

scheme is a special case of our generalized Berger code partitioning scheme. We also proved that

any Berger code can be converted, if necessary, to a suitable 2" form, i.e., any Berger code can be

constructed from m-out-of-2'+ 1 codes. Furthermore, we also developed a design of m-out-of-21 + 1

code checkers via PLA, which have a regular structure and a reduced circuit complexity O(n 2) for

codewords of length n.

These results have been written in an extended abstract of a paper "The design of Totally Self-

Checking Berger Code Checkers Based on Generalized Berger Code Partition ", which was

presented at ONR Dependable Computing Workshop Nov. 12-13, 1991, and this paper has been

accepted for publication in IEEE Trans. on Computers.

3. Fault-Tolerant Memory Systems

For a Self-Checking computer or processor, fault-tolerant memory system is a important part.

In some computer memory systems in which the data are stored in a byte-per-chip or byte-per-card

fashion, the errors are likely to be confined to one or a few bytes. For this kind of computer memory

system, it is often probable that when errors occur in multiple bytes the errors will be unidirectional

within each individual byte. However, the errors in one byte may be of the form 1-+0 while in

another byte they may be of the form 0-4 1. When a memory word is handled as a whole, unidirec-

tional errors of a single form may occur across the entire word.
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The codes, which can detect some small number t of unidirectional byte errors in computer

memory words composed'of small information bytes each containing b bits, and simultaneously

detect all unidirectional errors across the entire memory word, were developed by Dunning, Dial and

Varanasi. These codes always use two additional b-bit bytes to hold parity check information and

were said to be t-unidirectional byte error detecting and all unidirectional error detecting (t-

UbED/AUED) codes. We generalized the construction of the t-UbED/AUED codes proposed by

Dunning et al. to any t and improved these codes in the case of t > 3. Thus, more efficient t-

UbED/AUED codes are found. These results have beezi written as a paper "Efficient Multiple Byte

Unidirectional Error-Detecting Codes for Computer Memory Systems", which was published in

Proceeding of The Twenty Second International Symposium on Fault-Tolerance Computing.

4 Algorithm-Based Fault Tolerance Systems

Algorithm-based fault tolerance (ABFT) is a scheme which improves the reliability of parallel

systems with very low overhead compared to other fault tolerance schemes with similar benefits. It

was proposed by Huang and Abraham for parallel matrix operations in 1984. This scheme is dis-

tinguished by three characteristics: (1) encode data at a higher level; (2) redesign algorithms to

operate on the encoded data; (3) distribute the computation steps of the redesigned algorithm among

computation processors, such that failure of any processor affects as few data as possible. Possessing

these characteristics, ABFT is a novel system-level method of achieving high reliability. Since 1984,

a lot of papers applying this scheme to parallel systems have appeared.

In order to efficiently apply ABF" to more parallel systems, the encoding of data such that

multiple errors, especially a group of errors, can be detected or corrected is a central problem. Unfor-

tunately, few papers have addressed this problem. We investigated the problem of encoding of data

for ABFT systems and have developed a new encoding scheme. The significance of this scheme is
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that any linear binary error-correcting code can be used to derive an error-correcting code over Z 2-

with the same length and rate. Since in coding theory, lot of work about choosing better binary linear

codes and decodings of the better codes has been done, using this scheme the efficient linear error-

correcting codes over Z2- with any parameters can be easily found. We have also introduced two

kinds of error-correcting codes over Z2-. They are the BCH-like codes and the Reed-Solomon-like

codes, which are derived by the BCH codes and the Reed-Solomon codes, respectively. These two

kind of codes over Z2. are very useful to the ABFT systems. We also developed two decoding pro-

cedures for these two kinds of codes. The results have been written as a paper 'Error Correcting

Codes over Z2- for Algorithm-Based Fault Tolerance, which has been accepted for publication in

IEEE Trans. on Computers.

5. Coding Theory

5.1. Decoding for Algebraic Geometric Codes

The introduction of algebraic geometric codes is the most important development in the theory

of error-correcting codes in the past ten years. Tsfasman, Vladut and Zink (1982) showed an

extremely exciting result, that is, the existence of a sequence of codes, which exceeds the Gilbert-

Varshamov bound. For this paper they received the IEEE Information Theory Group Paper Award

for 1983. Since then, many papers dealing with algebraic geometric codes and their decoding pro-

cedures have appeared. Good code constructions are very important. Moreover, it is desirable and

important to derive simple decoding procedures which can correct as many errors as possible. How-

ever, any simple decoding procedure, which can correct errors up to 2.-• J, has not been

presented yet, where d* is the designed minimum distance of the algebraic geometric code.
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We investigated this problem and derived a simple decoding procedure for algebraic geometric

codes, which can correct any L d*.lj or less errors with a complexity O(n 3 ). This decoding pro-

cedure employs a modified fundamental iterative algorithm that has been introduced to derive the

Berlekamp-Massey algorithm, and utilizes the error-correcting capability of the code. In principle, it

is a generalization of Peterson's decoding procedure for the BCH codes. This decoding procedure,

called as Feng-Rao decoding procedure, is considered as a major breakthrough in this field and has

been written as a paper, which was presented at the Ninth International Symposium on Applied Alge-

bra, Algebraic Algorithms and Error-Correcting Codes and published in IEEE Trans. on Informa-

tion Theory pp. 37-45, Jan. 1993. We also investigated a fast decoding procedure for algebraic-

geometric codes, which can correct any L .- _i or less errors with a complexity 0(n7 /3 ). is
2

decoding procedure has been written as a paper and this paper has been accepted for publication in

IEEE Trans. on Information Theory. We also have developed an erasures-and-errors decoding pro-

cedure for algebraic-geometric codes. The result has been published at the 1993 IEEE Information

Theory Workshop as an invited talk.

5.2. A New Approach for Algebraic Geometric Codes

The current algebraic-geometric codes are based on the theory of algebraic geometric curves.

We investigated a simple approach for the construction of algebraic-geometric codes which does not

require an extensive background in algebraic geometry. Given an affine plane irreducible curve and

all its rational points, we can find a sequence of monomials x'yJ based on the equation of the curve.

Using the first r monomials as a basis for the dual code of a linear code, the designed minimum dis-

tance d of the linear code, called algebraic-geometric code, can be easily determined. For these

codes, we show a fast decoding procedure with a complexity 0(n71 3), which can correct errors up to

L(d - 1)/21. For this approach it is neither necessary to know the genus of curve nor the basis of a
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differential form. This approach can be easily understood by most engineers. In this research, we

have obtained a new improvement of the Goppa bound, called the Feng-Rao bound. We also gen-

eralized this result to the codes from the curves in high-dimensional speces. These results are written

as two papers " A Simple Approach for Construction of Algebraic Geometric Codes from Affine

Plane Curves" and "A Class of Algebraic Geometric Codes from Curves in High-Dimensional

Spaces", which were presented at IEEE International Symposium on Information Theory 1993 and

10th International Symposium, Applied Algebrais Algorithms and Error-Correcting Codes, respec-

tively. The first paper will appear in IEEE Trans. on Information Theory and the second paper has

been published in Lecture Notes in Computer Science 673 pp. 132-146. May,1993.

6. Publications of the PI's (1990-1993)
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Correspondence

A Note on t-Unidirectional Error Correcting and d(d >, The necessary and sufficient condition for t-LEC and 4 .1 r-
t.Lnidirectional Error Detecting (t.LEC and LED code is given next by the following theorem.

d-UEDi Codes Theorem: A code C is a t-UEC and 4- t -LED code it and
r.. ' if for any distinct X. Y E C.

Kohichi SakaIni~ka. Tic Nam Ahn. and T. R. N. Rao a) .N X. Y j + X! X. Y Ž _ t -,/ - or
b i zuni{ A' X. Y, A' Y. X t - 1. 'r

Abitract- This correspondence shows necessas &and sufficient con- I'I-'X{ _V X. Y 1. N Y. X; 'I l anld
ditions for r-unidirectonal error correcting and d-unidirectlonal error nuin {.\ X. Y;.X Y. X I 1

detecting it-LEC sand d-LEDi codes and corrects an error in a theorem
presiously published on t.LEC and d4..ED codes [1). Proof: The sufficiency of Condition (2) is fair!'. obvious. since

index Terms- -%symmetric errors, error correction. error dettection, for any distinct X. Y E C. we have the following.
error protection. Hamming distance, unidirectional errors. 1) Condition a) is necessary and sufficient for t-EC and i-ED codes

(Theorem 3 of [21). Therefore, a) is also sufficient for t-LEC and
d-UED codes.

1. ISTRODICTrION 2) Condition b) is necessary and sufficient for t-EC and -ill-LED

Unidirectional error correcting and/'or detecting codes have been codes (Theorem 7 of [21). Therefore. b) is also sufficient for t-UEC
extensisely investigated by several authors [l]-[31, etc.. and have and d-UED codes.
prov.ided a powerful tool for error protection in LSI memories in 3) Condition c) is the second half of necessary and sufficient
%hich the most likely faults cause unidirectional errors [IJl-[3. In conditions for d-UEC codes (Theorem 6 of (21). Therefore. c) is also
Theorem 2. 1 of Lin and Bose [I11. the authors have given a necessary sufficient for t-UEC and d-UED codes.
and sufficient condition for a binary code C to be a t-unidirectional To prove the necessity of conditions (2), we give an indirect proof.
error correcting and &4 > ti -unidirectional error detecting (t-UEC That is. we assume that condition (2) does not hold for C and prove
and I-LED) code. In this correspondence. we adopt the same notation that C cannot be t-UEC and d-UED. By negating condition (2). we
as in [t1. In [11 the necessary and sufficient conditions for a binary get that for some distinct X.- Y E C.
r-UEC and I-UED code C are given as NIX.Y) + YY.X),t + d and '

a ! X. Y i = \NX. Y + X(Y.X) >, it -4.d +1. or '~ min {.(X. Y).N\(Y. X) 14 t and 03)
jAin{.X. Y. N I Y.X + I I max {N)iX. Y). Ni Y. X)) <,

( 1) or
for all X = .. X . ,.) Y = (To.T,...-.T~i). Y(X. Y) + (Y. X) _< t +d and
X ;e Y belonging to C. where VA.VXY denotes the number of <i{ (.)XYX) n 4
'.- o crossovers from X to Y. i.e.. N(X. Y) = E"L XY. T"min XX. Y).NV(Y. X)) t an. J4
and D X. Y denotes the Hamming distance between X and Y.mi(\"X Y.V .X)1 0 1
First. we show by means of a counter-example that condition (1) is Note that in condition (4), the middle part is clearly redundant and
only su~fjlcient but 'i not necessar~y. Then we state and prove the that the last part implies that X and Y are ordered-
nec essary sufficient conditions for t-UEC and d-UED codes. and First, we assume that condition (3) holds in C. We need to note that
finally. give some concluding remarks of how this result complements if a code C is not t-asymmetric error correcting and d-asymmetric
,he pre%. iously published research [21, [3]. error detecting (t-AEC and d.AED), then it cannot be t-UEC and

d.UED either.

If. NECESSARY AND SUFFCIENT CONDMON We assume without any loss of generality that Vl X. Y 1 <

We first show by means of a counter-example that condition (1) is N(Y.X). Then condition (3) implies tInvs V(X. Y) t' <_ r.
onl sffciet utno neesar.N(Y.X) = d(1! d Wt 4 d*) and for X (.tAo. X1. A, 1 -

onl~auficrn: ut nt ncesary = (To.T 1 . - --. T j) we have
Counter-example: Consider a simple code of length 5. C = {X =

i'il110 Y = 0000)t)Jl. It is easily observed that D(X.Y) = X, = 1 and T = 0. for i El 1.2.0 -s
,.V X. Y i= 4. and X(Y.X) = 1. Neither a) nor b) of CJ.1 . n-1

Condition (1) given above holds for t =2 and d = 3. However, X 0 ad T .fr J=1(lj-'j'
Itis easy to show that C is a 2-UEC and 3-UED code. Indeed. it is A,=0ad T=1.fr6JA i-. --

also a 3-UJEC code as can be checked by an array decoding table. g {0,1. ... l-

-Manuscript received September 15. t1"8. revised April 10. 1990. The work where Ifn J = 0. Obviously. the remaining positions of X and Y
of T R. N. Rao is supported in pant by the National Science Foundation MIPS- are equal. That is,
ý80-761 and the Louisiana Board of Regents under Grant 86-USL42)-t27-O3.

K. Sakaniwa is with the Department of Electrical and Electronic Engi- Xk= Tit. for k f I u J.
?leenng. Tokyo Institute of Technology. O-okayama, Meguro-ku. Tokyo 152.
Japan Consider error vectors E,. and Ed. as follows:

T N Ahn is with the Computing Center. Korea Army Headquartems SeouAl.
Korea. E,. = CEo. E ...... iE,

T R N4 Rao is with the Center for Advanced Computer Studies. University . eI ero) frEI
If Southwestern Louisiana. Lafavette, LA 70504. whereE -ror- frEI

IEEE Log Number 9042299. 0(Ono error). orherni-.e

oots_934o/9i/060-o987S0i.o0 0 1991 IEEE

This work was supported in part by the Office of Naval Research under Grant

N00014-91-J-1067.
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Secret Error-Correcting Codes (SECC)
TZONELIHI HWANG

National Cheng-Kung University, Institute of Information Engineering, Tainan, Taiwan, ROC

TRN RAO

University .ýf Swuthwes:ern Louisiana, The Center of Advanced Computer Studies, Lafayette, Louisiana 70504, USA

As computer systems are expanding to many appicatons, the asurame of reliable and secure data com-
munications has become a2 impoertant issue. The conventoml approach to achieving this purpose In very ineffi-
cient. Secret error-correcting codes (SECC) ae designed to soire this problem in one encipbering process. in
the SECC. only the authorized user an comret chuind errors systesmatlally. Therefore, the presence of channel
errors would only increase the seetuity of the system. A bock SECC aaerypon scheme uing nonlinear codes
is proposed to realize this new concept. The SECC schme gien here m abo be wed to augmet an already
eociphered text, such as DES ciphertezt, to obtai a stu cipter as l as coreto of chanel arers.

Indexi'.g terms : I.rebraic-m*de cryptosystem, Joint encrm•pon and rw ror •orctaOm, Stcret vrroe.corrfvti codes

r HE demand for reliable, secure and efficient digital .flRz;at
data transmissions and storage systems has been

accelerated by the emergence of large-scale and high C V
speed communication networks. In 1948, Shannon
demonstrated that errors induced by a noisy channel or
proper encoding of the information [I]. Since Shannon's
work, a great deal of developments have contributed ' (p,.*,)

toward achieving data reliability and the use of coding for
error control has become an integral part of modern Figl I Conventional approach to data reliability and data secrecy
communication systems and digital computers.

Joint euaryptlinm ud error correction (JEWC) scheme
Information stored in computer systems is particularly

vulernable to eavesdropping. Although information In his public-key cryptosystem, McEliece applied
can be protected by several ways (eg, physical control error-correcting capability of Goppa codes to provide
data are stored in physically secure place; or computer data secrecy (8]. His idea is to introduce a random error
system control the operating system provides access con- vector to each encoded block before transmission. The
trol mechanisms to check user's authentication), data Hamming weight (t') of the error vector is equal to the
encryption is the only cost-effective way to provide data number (t) of errors the code can correct. Therefore,
secrecy (2-71. the receiver can remove the error vector and recover the

plaintext by applying the decoding of the code. Any
As computer systems are expanding to many appli- unauthorized user cannot do so without decoding keys

cations, the assurance of both data reliability and data because the general decoding problem for linear codes
secrecy has become an important issue. To achieve this is NP-omplete [91.
purpose, conventionally the first step is to encipher a
plaintext (M) into a ciphertext and the second step is to Evidently, if t' < t, then up to t-t' errors may occur
encode the ciphertext into a codeword (C) using an alge. in the channel and these errors can be corrected by the
braic code. To recover the plainteat (M), the receiver receiver. Thus, the system can provide both data secrecy
decodes the received word (C' - C + Noise) first *ad and data reliability simultaneously. Since there is a
then deciphers the ciphertext (Fig I). Since data enci. tradeoff between data secrecy and data reliability, large
Phering and data encoding are implemented in two separate distance co and large block length codes are required
steps, this approach has the disadvantage of inefcieucy in this scheme E10,11]. Therefore, the scheme has the
in the implementation. Combining these two steps into disadvantages of low information rate and high decryp-
one may obtain faster and more efficient implementation. tion Ov•trmd.

Dethludo I. MA JEEC sem
This Paper was pres.nted in CTYPTO'88 at University of Call-

roria, Santa Barbara, Aug 21-25. 1911. A scheme that combines data encryption with data
Paper No. l16-D; Copyright C i990 by IETE. encoding into one enciphering process while providing a

This work was supported in part by the office of Naval Research under Grant
N00014-91-J-1067.
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Pseudorandom Bit
Generators in Stream-Cipher

Cryptography

Kencheng ZenglChung-Huang Yangi Dali-Ye• Wei, and T.R.N. Rao

University of v ~th 'Louisiana

• .J t-.. " --"

T hhe art of cryptography as a means Background

for protecting private information
against unauthorized access is as

old as writing itself. Cryptography. in- The information age To provide the general background for
deed. as the only practical means for sending our exposition, we begin by describing a
information overan insecure channel, be it lends new dimensions cipher(seelFigure i). A cipher conceals the
telephone line. microwave. or satellite. The to the art of plaintext M by transforming it into a dis-
increasing use of electronic means of data guised form. called the cipkerrext C. so that
Lommunications. coupled with the growth cryptography. only the authorized receiver can transform
of computer usage. has extended the need-for it back to the original plaintext. The pro-
to protect information. Tec•niques for cess of transforming plainuext into cipher-

Stream ciphers play an especially ima- encryption, decryption, text is called -ncryption or encipheng.
Portant role in cryptographic practices - and the inverse transformation from ci-
both diplomatic and military - that pro- and fendm g off attacks pherte• t to plaintextis called decrpon or
(ect communications in the very high fie- intruders To p vin
quency domain. The central problem in fTrom inruer phering.
Stream-cipher cryptography,. however,. is the only protection of ily revealed by an unauthorized person. the
the difficulty of generating a long unpre- sender must transform a given plaintext
dactable sequence of binary signals from a sensitive data. into a larg variety of possible ciphenexts
short and random key. Unpredictable se- selected by a specific parameter. This pa-
quences are desirable in cryptography be- ramew is called the eacryption kei' K, The
cause it is impossible, given a reasonable receiver then deciphers the ciphenext us-
segment of its signals and computer re- ing the decryption key K, In a public-ke.
sources, to find out more about them. Pseu- the desip ad alW dysis of peiedorandom crypbosystern, 9. is made public whale K, is
dorandom bit generators have been bit geni rtior over the luas decade. The kept secret; it iscomputationallv infeasible
*idely used to construct these sequences. purpose of this maticle is to survey some of to deduce K, from K, In a pnvate-ke.4

Considerable progress has been made in these developments. cryptosystem. the sender and the receiaer
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d -Functions in V, (F 2) and Self-decimation of m -Sequences

Kencheng Zeng 1, Dah-Yea Wei2, and TIMN R~ao'

Abstract. With the purpose of generatiow, by the help Of a siIWle clock-cotro~lld
LFSR, a large class of wysqene Xo~W e'og o k ~ tar~iplctoa
extension daIs of kgy-specifliable transfer fuuscins is ur~opoeja anlge.Wen
tapped as feedfomward networkts to tshe LFSR une crcasid~erasion, thus, functions Will
control thu ise-piog of the latter in such a wa.Ly that ss otput *Fgall will be decimare4
pssude-rardotily at a pre -assoWne rate. Thu decimatio rate and the keiigt of the
LFSR are then suitably saeleted so that thu resulti suec wil /save, aRMWu others,a ,age prime period and a linear compleXiy F coprabein re f 01sdut h
period. Sows conclusion concerniig thu averag and maximal imlwtbedeci ma-
tion rates are also given.

1. Introduction
On the basis of an idea put forth by P, Rueppel (1], W. G. Chambers and D.

Gollmann (2] proposed a scheme, as shown in Figure 1, to decimate the signals of
in rn-sequence so as to produce, for suitably chosen parameters, a binary sequence
with a prime period p and linear complexity equal top - 1asp.

dock- LFSAoutput

L -4 dock-i

Figure 1

The scheme consists of an n-stage LFSR with an alterable primitive feedback
polynomial and a k -place NOR futnction tapped to consecutive positions on it, to-
gether with two delay elements D 1, D 2 attached respectively to the output ends of
the LFSR and the uvanferrig NOR fiunton. The delay elements are controlled
by clock-I which works at a fied speed determined by the channel of transmission,
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Abstract

A strongly fault-secure (SFS) ALU design based on the Berger check prediction (BCP)

technique is presented in this paper. The fault and error models of a large class of VLSI

ALU designs are discussed. The proposed design is proved to be fault-secure and self-testing

with respect to any single fault in the ALU part. Then, the proposed BCP ALU is proved

to be SFS with any design of BCP circuit. Consequently, a self-checking processor whose

data path is encoded entirely in a Berger code can be achieved. An efficient self-checking

processor can then be designed.

* Accepted for publication 'IEEE Trans. on Computer-Aided Design of lntegrated Circuits and Systems".
t The research contributions of these authors are supported by ONR Gran /N00014-91-J-1067.



A DESIGN METHOD FOR TOTALLY SELF-CHECKING AND

CODE-DISJOINT PLA OF COMBINATIONAL CIRCUITSK

T. K N. Rao, G. L Feng, and D. Y. Wei

The Center for Advanced Computer Studies

University of Southwestern Lousiana

Lafayette, LA. 70504

Abstract

Self-checking systems design is an important technique for concurrent error detection in

fault-tolerant digital systems. The well-known concepts for self-checking systems are totally

self-checking (TSC) circuits, which is defined to be both fault secure and self-testing, and

code-disjoint (CD) circuits. The ideal self-testing systems should consist of several subsystems

which are all TSC and CD. This paper presents a design method of TSC and CD PLA for

combinational circuits. In this design, the input and output of a combinational circuit are en-

coded in systematic unordered codes. It should be mentioned that TSC checkers actually are

all TSC and CD combinational circuits. Therefore, the TSC checkers using PLA can be ob-

tained by this design method.

* This work was supported in part by the Office of Naval Research under Grant N00014-91-J-

1067.

L.



IEEE TRANSACTIONS ON INORMATION THEORY. VOL 39. NO. 1. JANIARY 1993

Decoding Algebraic-Geometric Codes up to
the Designed Minimum Distance

Gui-Liang Feng and T. R. N. Ran, Fellow, IEEE

Abstract- A simple decoding procedure for algebraic-geo- In this paper, we present a fairly simple decoding pro-
metric codes Cn1D.G) is presented. This decoding procedure cedure capable of decoding up to kd" - I)/2. errors. The
is a generalization of Peterson's decoding procedure for the improvement is obtained by using a form of majority scheme
BCH codes. It can be used to correct any L(d" - 1)/2. or fewer
errors with complexity 01 n3, where d" is the designed minimum to find unknown syndromes in the well-known algorithm. The
distance of the algebraic-geometric code and n is the codelength. procedure can be implemented easily by hardware or software.

Index Terms- Error-correciting codes, algebrak-geometric The paper is organized as follows. In the next section. for

codes, decoding procedure, correcting L~d" - 1)/21 errm easy reference, we include a fundamental iterative algorithm
(FIA), which is very similar to the Gaussian elimination and
can be used to easily derive the Berlekamp-Massey algorithm

I. INTRODUCTION and the generalized Berlekamp-Massey algorithm [16). Then

T HE MOST important development in the theory of error- we modify the FIA and give some related properties. which
correcting codes in recent years is the introduction of will be used in other sections. In Section Ill, a new decoding

methods from algebraic geometry to construct linear codes. procedure for algebraic-geometric codes Cn(D. G) with G =
These so called algebraic-geometric codes were introduced mQ is presented. In order to easily understand this decoding
by Goppa. In 1982, Tsfasman, Vliduj and Zink [11 obtained procedure, one example is shown in Section IV. Finally. some
an extremely exciting result: the existence of a sequence of conclusions are given in Section V.
codes that exceeds the Gilbert-Varshamov bound (21, For
this paper, they received the EEEE Information Theory Group u. FUNJ,,E'AL ImRnT ALGORIThm
Paper Award for 1983. Since then, many papers dealing with In this section, the fundamental iterative algorithm (FIA)
algebraic-geometric codes have followed (31-[10]. (161 is modified. This moded algorithm is our main al-

Good code constructions are very important. Moreover, i is g16i1 is mdicod.is mgdie ageomrit is our mi ahdesirable and important to derive simple decoding procedures gorithm for decoding algebraic-geometric codes up to the
which can correct as many errors as possibei. Justewun .t designed minimum distance. To a certain extent it is similar
which1cancorstresntd as manydeoings prossible.ure odes frt to the Berlekamp-Massey algorithm, which is the main algo-
al. [111 first presented a decoding procedure fr rithm for decoding BCH codes up to the designed minimum
nonsingular plane algebraic curves. This decoding procedure distance. For easy reference, the FIA is described briefly in
can only correct 1(d"- g- 1)/2J or fewer errors, where d
is the designed minimum distance of the code and g is the the following. This algorithm is for finding the smallest initial

it d g mid ndg i set of dependent columns in a matrix over any field F. That
genus of the curve involved in the constauction. is, let
and V1iduj (121 generalized their ideas and gave a decoding
procedure which can correct any L(d - g - 1)/2J or fewer 11a 412 ... G1. V
errors for codes from arbitaury algebraic curves. In their pape, A 21 a22 .. 2NI
Skorobogatov and VIldul also presented a modified algorithm, I I I
correcting more efrors, but in general, not up to the designed 4MI 4M3 ... aM.vN
minimum distam. Using profound results ftrom algebaic
geometry, Pellikaan [13] gave a decoding prcedure which be such a matrix, to find the smallest I and c,, , cl such that

decodes up to L(d - 1)/2J errors. However, his decoding
procedure i very complex and is not completely effective. +t +. ca•i =0 fora"'* 1, 2. - M.
Recently, Justesen et aL (141 improved on their original (2.1)
decodinl procedure in several ways and ave a new decoding
procedure for codes from arbiva regular pan cuives, whichcn up to Y~d' - g/2 - 1)/2J eros For each coum j, let 04-14J)(x) = w is (-x•-

cw -ere ') - 1 , be defined a the polynomial with the

tin• as crmld Nt o e , 1991; rvvd May 2, 19912. k propelty ta
w -uppi m m ipn pi by dm of= a( Navtd Uw c r Oved N0o04-
914"1067'1his waok wwm m smiapsiftekt" iwnamimal i [ (z) W

0,1ems. LA. Ociabe MI9.
Tae msws an ie Cmu w s r Awsswd Campow uri, UnUivaiy a-h + (c1k-1'+) +(c,''tj) 1 m 0

of Saib1weumS, Lo,,ia . La&Y4, LA 7096..
M35 LaS !ub 923437. for h 4 i - 1, (2.2)
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Error Correcting Codes over Z 2m

for Algorithm-Based Fault Tolerance

G.L Feng, T. R. N. Rae, and M. S. KoUuru

The Center for Advanced Computer Studies

University of Southwestern Lousiana

Lafayette, LA. 70504

Abstract

Algorithm-based fault tolerance is a scheme of low-cost error protection in real-time di-

gital signal processing environments and other computation-intensive tasks. The basic idea of

algorithm-based fault tolerance is encoding data at the system level and then redesigning the

algorithm such that it can detect or correct errors in computation. In this paper, a new

method for encoding data is proposed and furthermore, two kinds of error-correcting codes

over Z,,, which can be used with fixed-point arithmetic in practical algorithm-based fault

tolerant systems, are introduced. In addition, two simple decoding procedures are also pro-

posed.

* This work was supported in part by the Office of Naval Research under Grant N00014-91-j-

1067.
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Abstract

Novel totally self-checking(TSC) Berger code checker designs are presented in this correspondence.

We derive the generalized Berger check partitioning and prove that a TSC Berger code checker can be

constructed from a TSC m-out-of-n checker. For a TSC Berger code checker design, no two-output

checker exists for information length 2r", for any positive non-zero r. The presented approach solves

this open problem.

*This work was supported in part by the Office of Naval Research under Grant N00014-91-J-J 067.



Efficient Multiple Unidirectional Byte Error-Detecting Codes
f6r Computer Memory Systems

T. R. N. Rao, G. L. Feng and M. S. Kolluru
The Center for Advanced Computer Studies

University of Southwestern Louisiana
Lafayette, LA 70504-4330

Abstract unidirectional error with a unidirectional bite

error affecting two bytes.

In this paper, a new method of construction of In byte-organized computer memories, tran-
more efficient codes, which can detect t unidirectional sient and permanent faults are apt to cause mut-
byte errors or all unidirectional bit errors ( t- tiple unidirectional byte errors. Codes that can
UbED/AUED ), is presented. In this construction, detect a small number t of unidirectional byte er-
we generalize and improve the t-UbED/AUED rors in computer memory words, composed of
codes proposed by Dunning et al., in such a way that small m information bytes each containing b bits,
two wiht syndromes need not be protected from and which also detect simultaneously, all uai-
unidirectional errors when t > 2. Thus, this con- directional errors across the entire memory word,
struction is more efficient and can be applied to all were developed in [5-6]. These codes are termed
multiple unidirectional byte error-detecting codes. t-unidirectional byte error detecting and all urn-

directional error detecting ( t-UbED/AUED )
Keywords: bit unidirectional errors, unidirec- codes, and always use two additional b-bit bytes
tional byte errors, memory fault tolerance, error- to hold the parity check information. Figure 1.2
detection codes. shows the general form of a codeword including

both information and check bytes.
I. Introduction

In computer memory systems, for data IL I 1.>0 ,
stored in a byte-per-chip or byte-per-card fashion, 0000 1000 0001 1001
byte errors tend to occur [1-2]. Codes have been
designed for byte-error correction and detection (a)
[3-7], and also for their detection and correction
together with random errors (8-12]. 1 o1 -I ° 0

The faults that occur in many computer 00 I11 00 0010
memories and VLSI circuits, most likely cause 101I1 11 01
"Ounidirectiona• rrrs, for which both 1-0 and (b)
0-1 errors may occur, though not occurring
simultaneously in a single data word. However, Fig. 1.1 (a) Unidirectional error example.
the errors in one byte may be of the form 1"-'0 (b) 2-Unidirectional byte error example.
while in another byte they may be the from 0-1.
When a memory is handled as a whole, unidirec- In this paper, we generalize the construc-

tional errors of a single form may occur across tion of t-UbED/AUtED codes in [6] to any t and

the entire word. Figure 1.1 contrasts a further improvise the construction for r 0 3.
The organization of this paper is follows. In the

This work was supported in put by the Olke of next section, we briedy review the general pnn-
Naval Research under Grant N00014-91-J-1067. ciple of construction of t-UbED/AUED codes.

Then we generalize the construction proposed by
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True Designed-Distance Decoding of a Class of Algebraic-Geometric Codes,

Pact I: Proving the Designed Distance without Riemann-Roch Theorem

G. L. Feng. V. K. Wei. T. R. Rao. and K. K. Tzeng

Abstract

A new decoding procedure for algebraic-geometric codes is presented. For codes from a large cla,, w,

d* - I
irreducible plane curves, including the Hermitian curve, it can correct up to L errors. where d' is the

designed mininmum distance. With it we also obtain a proof of d m... Žd* without using Rieniann-Roch

Theorem. In this part, we present the theory and the basic algorithm. In Part II, we present a fast implementa-

tion whose complexity is O(n*73 ).

Index Terms: algebraic geometry codes, decoding, Hermitian curve, Riemann-Roch Theorem. Gauss

elimination.

G. L. Fcng and T. R. Rao arm with the Center for Advanced Computer Studies. University of Southwestern Louisina., Latlavcttc. I..r

705(04. This work was supported in pan by the Office of Naval Research under Grant N00014-91-I-1067.
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K. K. "'Tzeng iv with the Department of Electrical Engineering and Computer Science. Lehigh University. Bethlehem. PA iXOl 5 1hi,

work was support by the National Science Foundation under Grant NCR-9016(95.
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True Designed-Distance Decoding of a Class of Algebraic-Geometric Codes,

Part H: Fast Algorithms and Block Hankel Matrices

G. L. Fengý'. V. K. Wei:. T. R. Rao', and K. K. T-en,_-

Abstract

We present fast Gauss elimination algorithms for Hankel matrices anti block Hankel matrices. In combi-

nation with other procedures, we obtain a truc designedl-|ninimum-distance decoding algorithm with complex-

itv O n ) for the class of algebraic-geometric codes studied in Part 1. These Gauss elimination algorithms

are also usCful in several other decoding and shift-register synthesis appilhctions.

Index Terms: Algebraic geometry codes, decoding, Gauss elimination, Hankel matrix, block Hankel

matrix, Shift-register synthesis.

"I he first and the third authors ar with the Center for Advanced Computer Studies. University of Southe'%c,;tcrn Loutsian:i. I

LA 70504. This work was supported in part bv the Office of Naval Res.arch under Grant N00X14-91-J-107

-rhic s'econd author is with Bellcore. 445 South Street. Morrnitown. NJ 07960.

.11hc cltouch author is with the Department of Electncal Engineering and Computer Science. Lehigh Uni,,erit.. l•,cthlchic. P'.\ ,,t)l f

"This work was support by the National Science Foundation undcr Grant NCR-9016095.
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The Efficient Design of a Strongly Fault-Secure ALL

Using a Reduced Berger Code for WSI Processor Arrays-
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Abstract

A self-checking processor (SCP) is a processor that is designed with concurrent error je'ec- r.
iCED) capability. CED is an error' fault detection process that is designed to operate concurrenti'.• ' .
the normal processor operations. CED is a very important and necessary feature in WSi prres,, r
arrays that are integral to real-time applicauons. Due to its operative nature. arithmeuc and logic aiz's
iALL's) are the most difficult funcuonal circuit to check among the components of a processor In •,n
paper, we present an efficient design of a 32-bit strongly fault-secure ISFS) ALU using a Redu,,e,*
Berger code. A reduced Berger code is used to encode both operands and the computauon resuis
This reduced Berger code uses only the two least significant check bits of its Berger code counter-,.ir
regardless of information length. Since a Berger code requires f log,(n + )1 check bits for n on,,r.
mauon bits. the applicauon of reduced Berger code yields more efficient implementation of a stronc.
fault-secure ALU than the previously proposed techniques.

1. Introduction
The complexity of an IC chip increases significantly as a result of the advent )f , e-%

large scale integrated (VLSI) technology. A modem microprocessor built on a single % LSI
chip is more complex than a medium scale computer just a few years ago. Since the tutuie
WSI circuits should be more dense with smaller feature sizes, the permanent And uansient
faults are more likely to occur in the future WS[ circuits than that at the present time. Concur-
rent error detection (CED) is thus vital for the success of future WSI development.

A self-checking procssor (SCP) is a processor t is designed with concurrent error detection
(CED) capability. CED is an error/fault detection process that is designed to operate concurrently with
the normal processor operations. CED is a very imponamt and necessary feature in WSI processor
am'ys t•ht am usgral to real-tume applications. since the error latncy tune will be very small so as to
enable fast error recovery and to prevent system crashes. SCP can be very effecuve m fault-tolerant
conmpue sysm design. important classes of SCP include: a totally self-checking tTS0 processor
and a mungly faults-cure (SFS) processor. A typical TSC or SFS processor consists of a TSC or SFS

tMh.. mii 98 PtJY mnppuW by NSF gsW .5F-AOP-D ' M bmy d ad R aifsama g LEQIF RD-A-AZ
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A Simple Approach for Construction of Algebraic Geometric Codes

from Affine Plane Curves

G. L. Feng* and T. R. N. Rao* Fellow IEEE

Abstract

The current algebraic-geometric (AG) codes are based on the theory of algebraic geometric curves. In

this paper, we present a simple approach for the construction of AG codes which does not require an exten-

sive background in algebraic geometry. Given an affine plane irreducible curve and all its rational points,

we can find a sequence of monomials xayJ based on the equation of the curve. Using the first r monomials

as a basis .or the dual code of a linear code, the designed minimum distance d of the linear code, called AG

code, can be easily determined. For these codes, we show a fast decoding procedure with a complexity

0(n713 ), which can correct errors up to L(d- 1)/2J. For this approach it is neither necessary to know the

genus of curve nor the basis of a differential form. This approach can be easily understood by most

engineers.

Index Terms: algebraic geometric codes, fast decoding, minimum distance, error-correcting codes.

*0. L Feng and T. P. N. Rao m with the Center for Advanced Computer Studies, University of Southwestern Louisiana. Lafay-
ette. LA. 70504, USA. This work was supported in part by the Office of Naval Research under Grant N00014-91-J-1067.



A Class of Algebraic Geometric Codes
from Curves in High-Dimensional Projective Spaces

G. L. Feng and 7". R. N. Rao Fellow IEEE
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University of Southwestern Louisiana, Lafyette, L4. 70504, USA

Abstract

Mos of the research work in the area of algebraic leomtric (AG) codes deals with the construc-

lion of AG codes from plane algebraic geanutric cuves. Bua, some work pertain to the consuction of the

AG codes from non.planar algebraic geomtric cuves. However, longer AG codes me how relatively

larger genus and should only be the code, constructad from oam.planar cwva. In t paper, m pesent a
new conatruction of a cass of AG code from curves in hAgdimwauiomal projective apace. F.r this con.

struction, it is easy to determine the designed aiinumu dissance and find the pwity check mntiz and the
decoding up to the designed munmun distance isas t. Furthermow. this approach can be uily ander-

stood by most engineers.

I. Introduction
The most important development in the theory of error-correcting codes in

recent years is the introduction of methods from algebraic geometry to construct
linear codes [1-3]. These so-called algebraic geometric codes (AG codes) were intro-
duced by Goppa in 1980. In 1982, Tsfasman, Vladut and Zink [41 obtained an
extremely exciting result: the existence of a sequence of AG codes which exceeds the
Gilbert-Varshamov bound [5]. For this paper they received the IEEE Information
Theory Group Paper Award for 1983. Since then, many papers dealing with algebraic
geometric codes have followed [6-16]. However, most of these papers deal only with
the AG codes obtained from plane curves.

The greatest advantage of AG codes is that they offer more flexibility in the
choice of code parameters. Most importantly, for a fixed finite field F,, there are AG
codes having any length. It is known that the coordinates of AG codes we the rational
points of algebraic geometric curves. Thus, greater the number of rational points,
longer the length of the AG code. Over F., the number of rational points of ay plane
algebraic geometric curve is obviously less than q1 + q + 1. Thus, actually useful AG
codes should be the AG codes constructed from cure in hig h-dimesionel pojectiv
spaces (HDAG codes). In [17], PellikJan et. al constructed a lWge cls of codes
from non-planw curves. Justesen et. al in (6], firm gave a description of algebraic-
geometric codes defined only by monomials. Following tais description of AG codes,
in (181, a simple approach for the construction of AG codes frm adine plane alp-
braic geometric curves has been proposed. This new approah can be easily under-
stood by most engineers. In this paper, we genemUrlze de usts in [18] s0 tIe cm of
curves in high-dimensional pretive spaces aid fuither Pee a conuctiom of a
class of HDAG codes. The codes considered hem, we es&entiafly the algebraic-
geometric Reed-Muller codes (191.

This work was supported in part by the Office of Naval Research
under Grant N00014-91-J-1067.
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ERASURES-AND-ERRORS DECODING OF ALGEBRAIC-GEOMETRIC CODES

G. L. Feng and T. R. N. Rao
The Center for Advanced Computer Studies

U'niversity of South. estern Louisiana
Lj'ayette. L4- 7 004

Abstract

It is well known that the receiver with an erasure option can improve th6 probability of decoding
error. It is desirable to find as simple a decoding algorithm as possible for correcting erasures as well as
errors. Such an algorithm enables one to carry out a generalized minimum distance decoding for further
improving the probability of decoding error. Fomey [11 first formulated an erasures-and-errors decoding
algorithm for BC- codes. Berlekamp (21 formulated an elegant erasures-and-errors decoding algorithmi
for BCH codes based on his error-only decoding algorithm. For Goppa codes, Sugiyama et. al presented
an erasure-and-error decoding algorithm in [3]. In this paper, we present an erasures-and-error decoding
procedure for AG codes, that includes the errors-only decoding procedure [4-6] as a special case.

Let the number of erasure locations be p and let the erasure locations be P',(t), Pyt(2) . .. P7,1,.
where p < d* and d* is the designed minimum distance. Thus, any pattern of v errors and p erasures can
be decoded, provided 2v+ I +p 5 d* is satisfied.

For convenience, let us consider the AG codes from plane curves with a basis of monomials as
shown in [5-7]. In this case, Pt(,) - (xt(•j,Y•(•)). For general AG codes, it is straightforward. Let T..,

P
- y() and let T be this matrix, in which the first row and the first column consist of elementsj1 .I

of T Ti.j I x'yj are in increasing order ý, i.e., ! x1yJ ý are the first d* + g - I monomials of H(1 ) or H' 2 )'.
and in which if the entry at the first row and column k of T is supposed to be T.,, and the entry at the first
column and row h of T is supposed to be T,.j, then the entry at row h and column k of T is T, .,j.,.

Let S be a syndrome matrix and S be a matrix modified from S, by substituting zero for all unknown
syndromes. Let I be the (d* +g - 1)x(d* +g - 1) identity matrix.

Appling the Gauss elimination to matrix T by only row operations, we obtain T* from T. Perform-
ing the same row operations, I is transformed to I*, S to S*, and S to 9*. Then each row in 1*
corresponding to the zero row of T*, is an erasure locator polynomial. The matrix S** obtained by delet-
ing the rows in S*, which correspond to the nonzero rows in T*, is called a modified syndrome matrix for
the erasure locations. S is called a discrepancy matrix.

row o prations

This work was supported in part by the Office of Naval Research
under Grant N00014-91-J-1067.


